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Resumen: La inteligencia artificial viene participando en diversas areas de desarrollo social.
Uno de los dmbitos de accion es el drea médica a través de una red neuronal convolucional
(CNN) que permite un soporte matematico de procesamiento en forma de cuadricula en ima-
genes. Los patrones y caracteristicas de 197 imagenes categorizadas en: 120 casos benignos,
561 casos malignos y 416 casos normales fueron procesadas. Los mecanismos de la red con-
volucional se basaron en operaciones matriciales que identifican las caracteristicas relevantes
para las diversas imagenes alimentadas en la red neuronal. El anélisis de los resultados logré
una precision de 73.12% de validacién con datos de entrenamiento y un 60.27% de precisién
con datos de validacién para diagnosticar enfermedades y tumores en los pulmones. Este ni-
vel de precision establece como consecuencia que se deben realizar mayores estudios con el
fin de elevar los grados de precision ya que podria generarse errores en los diagndsticos.
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Abstract: Artificial intelligence has been participating in various areas of social development.
One of the areas of action is the medical area through a convolutional neural network (CNN)
that allows a mathematical support of processing in the form of a grid in images. The patterns
and characteristics of 197 images categorized into: 120 benign cases, 561 malignant cases
and 416 normal cases were processed. The convolutional network mechanisms were based on
matrix operations that identify the relevant features for the various images fed into the neural
network. Analysis of the results achieved 73.12% validation accuracy with training data and
60.27% accuracy with validation data for diagnosing lung diseases and tumors. This level of
accuracy establishes as a consequence that further studies should be carried out in order to
raise the degrees of accuracy as it could generate errors in the diagnoses.
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1. Introduccion

Las técnicas de inteligencia artificial vienen apor-
tando muchos instrumentos para detectar diversos ti-
pos de males a través de la deteccién de imagenes que
han sido previamente tratadas mediante el etiqueta-
do (Jin et al., 2023). Por lo que el reconocimiento de
imdagenes suele proporcionar informacién para lograr
la deteccién de diversos tipos de patologias (Seah et
al., 2021). Una patologia que viene apareciendo fre-
cuentemente es el cancer, por lo que una exploracion
de imagenes como una radiografia sirven para diag-
nosticar neumonia, tumores pulmonares y anomalias
anatomicas (Sharma & Alijani, 2022). La radiografia
de térax se ha convertido en una evaluacion de imagen
médica muy utilizada puesto que permite un diagnéds-
tico de patologias cardiacas, traumatismos toracicos y
tipos de neoplasia maligna (Kaur & Mittal, 2022).

Debe tenerse presente que el uso de imégenes de
radiografias de térax experimenta algunas limitaciones
sobre todo en el andlisis bidimensional de la imagen de
los rayos X donde se podrian presentar altos indices de
error. El alto grado de error en diagnésticos se deben
al cansancio de los médicos y a la inexperiencia en la
lectura de las imagenes de radiografia (Y. Wang et al.,
2021). Por lo que este problema que vienen afectan-
do en la atencién al paciente se resumen en: la carga
de trabajo al personal médico, y a la subjetividad en
la interpretacién de pruebas de radiografia (Liz et al.,
2023).

Las imagenes de radiografia de térax presentan ca-
racteristicas adecuadas para un andlisis con redes neu-
ronales convolucionales (CNN) donde la participacién
de algoritmos de inteligencia artificial y los conoci-
mientos médicos pueden mejorar los diagndsticos de
las dolencias de los pacientes, al mismo tiempo que
el tiempo requerido para identificar un diagndstico se
podria reducir significativamente con un nivel de pre-
cisiéon adecuada (H. Wang & Xia, 2023). El registro de
las imagenes de radiografia permite al personal mé-
dico realizar comparaciones, y mejorar la precisién de
los diagndsticos al paciente. El registro de imagenes de
los pulmones es una actividad muy importante para la
deteccion oportuna de males en la salud (Xiao et al.,
2023).

El uso de redes neuronales convolucionales tiene
como fundamento la comunicacidn entre las neuronas
del cerebro. Inicialmente se realiza un filtro de los da-
tos para eliminar el efecto del ruido de la informacidn,
seguidamente se detectan los picos neuronales a par-
tir de la informacién acumulada. El algoritmo de re-
des neuronales convolucionales (CNN) multicapa per-
mite evaluar caracteristicas y estructuras para mejorar
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la exactitud de la clasificacidn por lo que se considera
un adecuado método para la evaluacion de tumores en
los pulmones (Zhang & Li, 2023).

Esta investigacion realiza un aprendizaje profundo
a través de una red convolucional para detectar tumo-
res malignos de cancer en los pulmones de los pacien-
tes. La red neuronal convolucional (CNN) tiene la ca-
pacidad de lograr procesar caracteristicas a partir de
datos de imagenes en 2D. La investigacién se basa en
el procesamiento de las caracteristicas de las imagenes
de pulmones asignadas con las etiquetas de entrena-
miento, validacién y prueba.

El clasificador CNN permite una evaluacién super-
visada donde se cuenta con un mapa de caracteristicas
y se logra una salida de probabilidad que corresponda
con la presencia de una enfermedad tumoral de cancer.
La CNN estd compuesta por una transformacién oculta
h() compuesta por bloques convolucionales que se en-
carga de procesar el mapa de caracteristicas X en otro
esquema de caracteristicas H que se utilizd para la cla-
sificacion final. Los bloques convolucionales contienen
una capa 1D convolucional, una capa de activacién Re-
LU(Q) y una capa de transformacién max pooling para
reducir la dimensionalidad (Lin et al., 2023).

2. Materiales y métodos

Para el disefio y construccién de la red neuronal
convolucional se consideré una arquitectura que es-
tructuro la organizacion de capas y componentes pa-
ra la clasificacién de imagenes (M. Wang et al., 2023).
Para la arquitectura de la red de neuronal se considerd
una estructura secuencial compuesta por capas convo-
lucionales para la extraccidén de caracteristicas median-
te patrones y bordes, capas de activacion con funcion
ReLU para el aprendizaje de rasgos complejos, capas
de agrupacion para reducir la dimensionalidad, capas
conectadas para la clasificacion final y una capa de sa-
lida que mapea las probabilidades sobre las imdgenes
procesadas.

2.1. Arquitectura de red neuronal convolucional

El proceso de construccién de la red neuronal CNN
se baso en los principios de convolucion en la que una
operacién que toma como entrada dos imagenes y ge-
nera una tercera. La idea principal de esta red neuronal
es la de encontrar los pesos y los nuicleos de convolu-
cién que minimizan el error en la clasificacion median-
te una operacion que implica movilizar un ntcleo so-
bre una matriz de datos y realizar el calculo de valores
escalares.
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2.2. Organizacion de los datos de estudio

Las imdgenes de estudio se catalogaron de acuerdo
a la siguiente distribucion: se conté con 197 archivos
para casos de prueba, mientras que para los diagnosti-
cos de cancer de pulmon se procesaron 120 imagenes
de casos benignos, 561 imagenes de casos malignos y
416 imagenes de casos normales.

3. Resultados

El andlisis de informacién inicial confirmé la clasi-
ficacién adecuada de los tipos de etiquetado con que
se contaba para el estudio de las imdgenes, categori-
zadas bajo los agrupamientos de casos benignos, casos
malignos y casos normales. La informacién proporcio-
nada por la red neuronal permitié establecer el modelo
secuencial de la red CNN para el tratamiento de la in-
formacidn.

El tratamiento de la informacién permitié evaluar
la precisién del modelo sobre la cantidad de épocas o
veces que un modelo atraviesa la totalidad de los datos
durante el entrenamiento, pardmetro vital para equili-
brar el bajo rendimiento y el sobre ajuste. Durante el
entrenamiento se realiz6 la medicion de la métrica loss
que permitié la comparacion de los valores calculados
en relacion a los valores reales. Los valores de pérdida
se estabilizaron en 0.6960 mientras que el accuracy se
elevo a 0.7312, estableciendo un comportamiento de
predicciones correctas sobre los datos reales.

El modelo fue evaluado con la métrica de vali-
dacién de pérdida (val loss) obteniendo un valor de
1.0586. Por su parte, la métrica de precisién de valida-
cién (val_accuracy) logré un valor de 0.6027, indican-
do que el 60.27% de las predicciones logradas durante
la validacién fueron correctas. Estos resultados refle-
jan que el modelo estd aprendiendo el patrén de da-
tos de entrenamiento para su posterior generalizacion.
Asimismo, las precisiones de prueba y pérdida permi-
ten evaluar el comportamiento de la red neuronal y
controlar el sobreajuste (overfitting) en los datos de
entrenamiento.

4. Discusion

El estudio realizado por Yang et al. (2023) analizd
caracteristicas como tamaifio de la lesién, localizacion
de la lesidn, profundidad de la puncién y la posicion,
fomentando el tamafio de la lesion como factor muy
importante ya que las lesiones pequefias suelen difi-
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